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Abstract  

The use of machine learning techniques in the diagnosis of induction motors (IM) is becoming increasingly 
common in modern industry. Employing the right indicators that reflect the behavior of IMs directly impacts the 
accuracy and effectiveness of diagnostic systems, enabling not only a reduction in maintenance costs but also 
an improvement in operational efficiency and safety in industrial operations. However, identifying these 
indicators is complex and often leads to the choice of more robust algorithms, which in turn complicates the 
implementation of models in real-world environments. Therefore, this work focuses on developing a 
methodology for fault detection through vibration in IMs using random forest and logistic regression for 
automatic feature selection, and support vector machines, K-nearest neighbors, and logistic regression as 
classification models. The results demonstrate the importance of identifying these features and how their 
synergy improves accuracy and effectiveness in fault classification. 
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Introduction 

Induction motors (IM) are one of the most used rotating machines in industrial applications [1]. Due to their 
widespread use in industry, it is necessary to perform preventive maintenance tasks to ensure optimal 
performance and reduce the risk of unexpected failures. In this context, advancements in Machine Learning 
(ML) and Deep Learning (DL) technologies have revolutionized the way IM maintenance is managed, thanks 
to their ability to analyze large amounts of data and predict potential failures before they occur. Various studies 
in the literature focus on the analysis and prediction of IM faults using different ML models; for example, Wang 
[2] developed a fault severity detection model based on K-Nearest Neighbors (K-NN) using redundant 
statistical features estimated from the wavelet packet transform. Deng et al. [3], on the other hand, proposed 
the particle swarm optimization algorithm and a least squares-based support vector machine (SVM) model to 
diagnose motor bearing faults. Similarly, Toma et al. [4] proposed a hybrid approach using statistical features, 
genetic algorithms, and models such as KNN, decision trees, and random forests to identify bearing faults. It 
is important to highlight that, although there are numerous studies implementing different classification models, 
the appropriate features are a crucial part of the model's performance, as they are responsible for capturing 
and representing the system's behavior. Shen et al. [5] use statistical features from a wavelet packet transform 
for the detection of multiple faults. Similarly, Glowacz A. [6] employs acoustic signals as the main tool for 
diagnosing faults in the bearings, stator, and rotor of a single-phase IM. Lizarraga-Morales et al. [7], on the 
other hand, use homogeneity as the main indicator for detecting and classifying the severity of broken rotor 
bars in IMs. Likewise, Calderon-Uribe et al. [8] utilize texture features based on the Haralick co-occurrence 
matrix and SVM to detect imbalances in IMs through vibration signals. Identifying the ideal features for 
detecting different faults in an IM requires extensive knowledge of the machine's dynamic and operational 
behavior under various conditions, often necessitating the use of models that allow automatic feature 
extraction [9-10], or the implementation of automatic feature selection models [11-13], which enable the 
identification of the most relevant signals indicating malfunction. Given the above, this study focuses on 
developing a methodology for fault detection through vibration in IMs using statistical features and automatic 
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selection models. The aim is to observe how these features affect both the performance of classification 
models and the computational complexity. 

The organization of this work is described as follows. Section 2 outlines the methods used to prepare and train 
the various feature selection models and fault classification models. Section 3 presents the results and 
considerations of this study. Finally, Section 4 provides a brief conclusion regarding the work. 

Proposed Methodology 

This section describes the proposed methodology for feature selection and fault classification. Figure 1 
provides an overview of the proposed methodology. As shown in the figure, the classification system is divided 
into three distinct stages: feature extraction, feature selection, and fault classification. In the first stage, 
features are extracted from the dataset generated by [14] using sliding windows. In the second stage, using 
nonlinear methods (random forests) and linear methods (logistic regression), the extracted features are 
weighted and ranked based on their importance for prediction. Finally, in the third stage, the selected features 
are evaluated by measuring the performance across different classification models. 

 

Figure 1. General methodology based on [14] (own authorship). 

Dataset Description 

This study is based on the dataset documented in [14], which contains 220 vibration signals collected for the 
purpose of diagnosing faults in large industrial induction motors. These signals were obtained from 45KW 
three-phase motors coupled with centrifugal water pumps, using a triaxial wireless accelerometer, Beanscape, 
at a sampling frequency 𝑓! = 1000Hz for each of the axes (X, Y, Z). The dataset includes two operating 
conditions of the machine: healthy state and faulty state (including bearing and alignment faults). The healthy 
state contains 103 signals (for each axis), each with a duration of 5 seconds, 8.5 minutes in total. On the other 
hand, the faulty state contains 117 signals, also with a duration of 5 seconds, amounting to a total of 9.75 
minutes. For this study, only the signals from the X-axis will be used, with the aim of reducing the system's 
complexity. 

Feature Extraction 

In a ML-based model, feature extraction is the main phase responsible for transforming the input signals into 
a more representative and relevant dataset for the problem at hand. In the context of fault detection in IMs 
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through vibration signals, features in both the time domain and frequency domain have been well studied, 
yielding favorable results in classification, whether by combining features from both domains or using them 
separately [15, 16, 17]. However, for this study, an analysis will be conducted using features exclusively in the 
time domain, with the aim of simplifying subsequent stages and reducing computational complexity. Some of 
the most commonly used time-domain features are the statistical features listed in Table 1, including features 
such as kurtosis, which describes the "sharpness" or "peakedness" of a signal's distribution compared to a 
normal (Gaussian) distribution; skewness, which indicates whether the signal's distribution is skewed to the 
right or left; and standard deviation, which measures the variation with respect to the mean, among others 
[18]. 

Table 1. Implemented Features (own authorship). 
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Each of these features was extracted from the signals of both classes using sliding windows. Since the signals 
were acquired at a sampling period of 𝑻𝒔 = 𝟏𝒎𝒔, a window of 250 samples was proposed, i.e., a window with 
a resolution of 250 ms, aiming to identify bearing and alignment faults, which often produce repetitive patterns. 
A 250 ms window without overlap allows for capturing enough samples to identify these patterns. By obtaining 
20 samples from each signal and 6 features from each sample, the resulting feature matrix combining both 
classes reached the shape of (7). 
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where 𝑛 denotes the number of features (𝑛 = 6) and 𝑚 denotes the number of samples (𝑚 = 4400). 
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Random Forest Feature Selection 

A random forest is essentially a collection of decision trees, where each tree is slightly different from the others. 
The predictions made by each tree are averaged with the others, significantly improving overall performance 
[19]. The ability of a decision tree to select features in a classification problem is calculated as the average 
reduction in impurity (e.g., entropy or Gini index) that each feature achieves in the decision tree. The 
importance of each feature is weighted with values between 0 and 1, where 0 indicates "not used at all" and 
1 indicates "perfectly predicts the target" [19, 20]. From the perspective of a random forest, the importance of 
the features is calculated as the average reduction in impurity that each feature achieves across the different 
trees in the forest [19]. In this context, to determine the level of importance of each feature, a random forest 
composed of 100 trees was employed, using the Gini index as the weighting criterion. In binary classification, 
the Gini index can be formulated as (8). 

𝐺𝑖𝑛𝑖 = 𝑝((1 − 𝑝() + 𝑝$(1 − 𝑝$)		(8) 
Where 𝑝# and 𝑝$ are the probabilities of class 1 and class 2, respectively. 

Logistic Regression 

Logistic regression is an extension of linear regression that is used when the dependent (or target) variable to 
be predicted is categorical. Logistic regression models the probability that the dependent variable Y takes a 
value of 1 given a set of features X [21]. The logistic (or sigmoid) function is defined as: 

𝑃(𝑌 = 1|𝑋) =
1

1 + 𝑒%('!('))
					(9) 

Where 𝑃(𝑌 = 1|𝑋) is the probability that 𝑌 is 1 given 𝑋, 𝛽+ is the intercept or constant term of the model, and 
𝛽 is the vector of coefficients for the set of features 𝑋. 

From a feature selection perspective, the value of the 𝛽 coefficients could be interpreted as the level of 
importance of the features. However, for a more precise evaluation, each 𝛽 coefficient is assessed with a 
significance test. This test evaluates the null hypothesis that the coefficient 𝛽, equals zero, meaning that the 
feature 𝑋, has no effect on the dependent variable. To obtain the significance value, the 𝛽 coefficients are 
estimated using the logistic regression model on the feature matrix, and for each 𝛽,, the z-statistic is calculated 
from (10) 

𝑧 =
𝛽<,

𝑆𝐸(𝛽<,)
			(10) 

Where 𝛽<, is the estimated value of the coefficient for feature 𝑋,, and 𝑆𝐸(𝛽<,) is the standard error associated 
with that estimate. Once the z-value is obtained, the standard normal distribution is used to calculate the p-
value associated with the z-statistic. If the 𝑝 < 0.05, the null hypothesis is rejected, suggesting that feature 𝑋, 
has a significant impact on the prediction.  

Classification Models 

To analyze the impact of each feature on the performance of the classification models, three different models 
were developed: Logistic Regression (LR) [21], SVM [22], and KNN [23]. To find the best configuration for 
each model, an exhaustive hyperparameter search was conducted using grid search [24], evaluating the 
optimal combinations described in Table 2. Finally, for each model, the data distribution followed a proportion 
of 80%-20%, with 80% used for model training and 20% for evaluation. 
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Table 2. Grid search hyperparameters (own authorship). 

Model Hyperparameters 
SVM Regularization parameter (C): 0.01, 0.1, 1,10 

Kernel: linear, rbf, sigmoid 
LR Regularization parameter(C): 0.01, 0.1, 1,10 

Max. Iterations: 10,100,500 
Optimization Function: liblinear, lbfgs 

KNN Number of Neighbors: 5,7,9,11 

Results 

Random Forest Feature Selection and Classification Results 

Figure 2 graphically shows the importance level of each feature, using the parameters described above. 

 

Figure 2. Feature importance using random forest model (own authorship). 

From this figure, it is possible to observe that the crest factor is the feature that contributes the most to fault 
identification, followed by kurtosis and the root mean square (RMS). Similarly, the mean has the lowest 
importance value. However, a low importance value does not mean that this feature is not informative; rather, 
the tree likely did not select that feature because another feature probably encodes the same information. 
Finally, the performance of each model was evaluated using 2, 3, and 6 features, selected based on the 
importance obtained through the random forest (Table 3). 
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Table 3. Model performance (own authorship). 

Model Best Hyperparameters Features Perfomance 
SVM C: 0.1 

Kernel: rbf 

Crest factor, Kurtosis 

Accuracy: 86.02% 
Precision: 100% 
Recall: 74.57% 

F1 Score: 85.43% 
LR C: 1 

Max. iteration:100 
Activation function: lbfgs 

Accuracy: 85.34% 
Precision: 93.20% 

Recall: 78.38% 
F1 Score: 85.15% 

KNN Neighbors: 5 Accuracy: 85.34% 
Precision: 88.53% 

Recall: 83.47% 
F1 Score: 85.93% 

SVM C: 10 
Kernel: rbf 

Crest factor, Kurtosis, RMS 

Accuracy: 98.18% 
Precision: 97.89% 

Recall: 98.72% 
F1 Score: 98.31% 

LR C: 10 
Max. iteration:100 

Activation function: lbfgs 

Accuracy: 94.43% 
Precision: 96.28% 

Recall: 93.22% 
F1 Score: 94.72% 

KNN Neighbors: 7 Accuracy: 97.84% 
Precision: 97.68% 

Recall: 98.30% 
F1 Score: 97.99% 

SVM C:10 
Kernel: rbf 

All features 

Accuracy: 98.29% 
Precision: 98.30% 

Recall: 98.51% 
F1 Score: 98.41% 

LR C:10 
Max. iterations: 100 

Activation function: lbfgs 

Accuracy: 93.52% 
Precision: 94.62% 

Recall: 93.22% 
F1 Score: 93.91% 

KNN Neighbors: 3 Accuracy: 98.06% 
Precision: 96.65% 

Recall: 98.09% 
F1 Score: 97.37% 

 

From the previous table, it is possible to observe the best hyperparameter configuration that maximizes 
performance based on the available features. Additionally, in this system, using all the features does not 
significantly affect the performance of the models compared to using only the top 3 most relevant features 
identified by the selector. 

Logistic Regression Feature Selection and Classification Results 

Table 4 indicates the significance obtained for each feature based on its coefficient value 𝛽,. From this table, 
it can be observed that only Kurtosis and Skewness have a p-value < 0.05, indicating that both variables have 
a significant influence on the prediction of the target variable, while the others do not contribute statistically 
significantly to the model. 

Table 4. Feature selection by logistic regression (own authorship). 

Features Coef. SE z P>|z| 
Kurtosis -1.3210 0.113 -11.6994 0.000 

Skewness -11.1879 0.411 -27.218 0.000 
RMS 46.4860 111.094 0.418 0.676 

Creast Factor -0.0997 0.090 -1.104 0.270 
Mean -3.6576 2.482 -1.474 0.141 

Standard 
Deviation 

-47.1011 111.115 -0.424 0.672 
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Evaluating the models using the features that passed the significance test (Table 5), it was observed that the 
performance obtained by these features was superior (in some metrics and in most models) to the combination 
of the most relevant features selected by the random forest model. However, the random forest model provides 
greater robustness, stability in feature selection, and more flexibility in scenarios where the combination of 
several features improves model performance. 

Table 5. Results of the evaluation using the most significant features (own authorship). 

Model Best 
Hyperparameters 

Features Performance 

SVM C:0.1 
Kernel: rbf 

Kurtosis and 
Skewness 

Accuracy: 89.77% 
Precision: 93.21% 
Recall: 87.28% 
F1 Score: 90.15% 

LR C:10 
Max iteration: 100 

Solver: lbfgs 

Accuracy: 82.61% 
Precision: 85.05% 
Recall: 82.00% 
F1 Score: 83.49% 

KNN  
Neighbors: 7 

Accuracy: 88.86% 
Precision: 91.00% 
Recall: 87.92% 
F1 Score: 89.43% 

 

Complexity assessment 

Finally, Table VI shows how the number of features influences the execution time during model testing. 

Table 6. Time execution evaluation (own authorship). 

Model Features Time (s) 

SVM 
Creast Factor, 
Kurtosis, RMS 

0.053 

LR 0.011 

KNN 0.0089 

SVM 

All Features 

0.064 

LR 0.041 

KNN 0.012 

Although the addition of three more features has a minimal impact on increasing computational complexity, it 
is important to consider that as more features are added, this cumulative effect could become significant, 
affecting not only processing time but also increasing the possibility of overfitting. 

Conclusions 

This study proposes the use of feature selection algorithms to reduce complexity in classification systems, 
particularly in fault detection systems for induction motors (IM). Using many features in these systems 
significantly reduces the feasibility of implementation in real-world environments and, at the same time, 
increases the tendency for system overfitting. Similarly, this study contributes by proposing a simple pipeline 
focused on the development of automatic classification systems using ML models, incorporating automatic 
feature selection algorithms and exhaustive hyperparameter search, achieving classification performance 
above 97% using SVM. Future work will focus on analyzing and identifying the relevance of frequency domain 
features and addressing a larger number of faults. 
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